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LONG-TERM GOALS

The long-term goal of our research is to incorporate environmental estimation and compensation
methods into the synthetic aperture sonar (SAS) image formation process.   Specifically, our goal is to
mitigate shallow water environmental effects that result in degradation of image resolution through
space/time variations in the sound speed field, e.g., internal waves, turbulence, bathymetry.

OBJECTIVES

The current focus of our research is to develop an algorithm to compensate for linear internal wave
effects during the formation of a synthetic aperture in a shallow water environment.  Internal waves
impact the propagation of the acoustic signal and consequently the phase by changing the space-time
structure of the sound speed field.  Our intent is to model the phase change due to internal waves, with
the challenge of developing a methodology to remove the internal wave induced phase variation as part
of the formation of the synthetic aperture.

Our research objectives are consistent with the ONR concept of Synthetic Aperture Sonar at Far
Ranges and Severe Sites (SASAFRASS) and the goals of the SAS PRIMER experiment, which is
affiliated with the Coastal and Mixing Optics Experiment conducted during 1996, [1] [[2].  The intent
of the SASAFRASS concept is to increase SAS imaging performance under conditions where
environmental propagation effects are significant sources of blurring.  The experimental emphasis of
SAS PRIMER is on high frequency acoustic propagation through shallow water internal waves.

APPROACH

One facet of our approach relies on using a simulation to provide synthetic data to aid in the
development of a simple forward model.  The simulation produces a phase history of a point target in
the presence of an internal wave field, with initial emphasis on linear internal waves [3] and [4].  The
simulation uses the Gaussian Beam formulation of ray theory and generates a realization of a sound
speed field perturbed by linear shallow water internal waves through which the rays propagate [5].

We intend on embedding the forward model in a beam formation algorithm.  The forward model
consists of a simplified Gaussian beam ray trace formulation with a depth dependent sound speed
profile as the zeroth order unperturbed propagation model, and a Rytov approximation to include
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internal wave effects as a phase perturbation. In past efforts we first tested the concepts using time of
arrival series, sensor navigation and angle of arrival series along the synthetic aperture as the synthetic
data from which the forward model parameters are estimated [3][4].  Our current objectives are to
reformulate the algorithms such that they are applicable to in-phase and quadrature (I&Q) stave data.

We are continuing to assess the impact of linear internal waves on SAS by using the data collection by
the DARPA/Raytheon SAS system at Lake Washington to estimate the potential blurring internal
waves could cause in such an environment [6].  We plan on using the in situ measurements of sound
speed and temperature to inject internal waves into the environment and test the effects on the
Wavenumber Imaging algorithm typically used in SAS processing [7].

Another issue we intend on examining is the affect of bottom bounce on the coherence across a
synthetic aperture.   Currently we plan on analyzing the SAS PRIMER tower data that contains bottom
bounces and making a comparison with direct path data to explore the impact on aperture coherence.

WORK COMPLETED

Developed a forward model to estimate environmental model parameters from I&Q derived data.

Initial assessment of potential internal wave blurring on SAS for Lake Washington using simulation.

RESULTS

The approach we are taking is to express the imaging forward model in the form of a surface integral
over the bottom similar to a Kirchhoff integral used in seismic migration processing [8],[9].  The
forward model of the received pressure is given by
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where the integral is over the illuminated bottom area, )(rη  is the bottom reflectivity, hp rr , are the
locations of the sonar projector and hydrophone receiver respectively.   The imaging kernel function is
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where the summations over mm ′,  represent the multipath contributions. The symbols )(~ ωp is the
incident waveform, recmprojm AA ,, ,  are the receiver and projector aperture functions, mG

~ is the
propagation amplitude and mφ is the phase for the m th multipath, n̂  is a normal unit vector to the
surface, mt̂  is a unit vector along the ray for the m th multipath at the bottom and  mc  is the sound
speed at the bottom for the m th multipath.  The phase consists of a sum of an unperturbed phase
contribution from a reference model with a depth dependent only sound speed profile, and a
perturbation arising from internal waves.  The reference sound speed profile is constructed using a set
of empirical orthogonal functions with coefficients as parameters [10].   The coefficients will be
estimated from data using a procedure that will be developed at a later date.  We assume internal wave
effects are small enough to allow the use of unperturbed ray paths to calculate the phase perturbation.



We have preformed preliminary simulations for the Lake Washington data collection to examine the
potential blurring by internal waves in such an environment.  During the experiment only a limited
amount of in situ data was collected with no instrumentation to assess directly the internal wave
activity.  The processed SAS results indicate a minimum of environmental degradation [6].  We have
simulated the results using the available temperature and sound speed profiles.  Shown in Figure 1 is a
sound speed profile and example eigenray paths between the sensor at a depth of 30m and a target on
the bottom at a 55m depth 1 km away in ground range.   The assumed sensor parameters are: 50 kHz
center frequency, 10 kHz bandwidth.  The sound speed is downward refracting and the eigenray paths
we have used in the simulation involve a bottom bounce with no surface interactions, an example is
highlighted in Figure 1b.  In Figure 2 are topographic displays of the SAS point response function for
various environmental conditions ranging from a constant sound speed to refraction with internal
waves.  We have used only one eigenray series in the calculations and held the propagation amplitude
constant so as to examine the phase perturbations. The data is processed such that a 10 cm azimuth
resolution is obtainable for a constant sound speed profile of 1500 m/s.  No autofocus techniques are
used in the processing.   As seen from the figures the dominant environmental complexity arises from
the downward refracting character of the sound speed profile.  The internal waves have a reduced
impact due to the localization near the thermocline at a 10m depth and having the eigenray path spend
minimal time near the thermocline region.  Alternative paths and sensor depths could result in
increased significance in the internal wave effects.  Shown in Figure 3 are corresponding contour plots
of the point response functions with 5 dB increments for the constant sound speed and refractive case.
The resolution loss is apparent when comparing the constant sound speed case with the refractive
calculation.  The range location of the target is larger for the refractive case because of the longer
travel time and the constant sound speed assumption used in the Wavenumber processor.

IMPACT/APPLICATION

The development of a compensation scheme for environmental effects is important for the situations
when moderately high frequency sonar is working at longer stand off ranges that require increased
resolution for the detection and classification of objects lying on the bottom.  Continuing development
of a compensation scheme can lead to improved beam formation algorithms with increased resolutions
and with environmentally adaptive capabilities to estimate and mitigate the defocusing effects
associated with internal waves, refraction and multipath returns.

TRANSITIONS

There are currently no actions being taken to transition the results of this work to other projects

RELATED PROJECTS

1) The shallow water internal wave characterization being done by Murray Levine at OSU  [11],[12]

2) The analysis of SAS PRIMER acoustic data by UW/APL to determine the impact of internal waves
on beam formation across an array of hydrophones on a tower, and on acoustic wave propagation

3) Analysis of data collected by the DARPA/Raytheon SAS system and the Hi/Low frequency SAS
system at the Coastal Systems Stations Naval Laboratory in Panama City Fl.
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Figure 1 (a) Lake Washington sound speed profile for August 23, 1996.  (b) Potential
eigenrays propagating to a bottom target at a range of 1000m. Highlighted eigenray

used in point response function.
igure 2 (a) Point response function for ideal constant sound speed profile with linear eigenrays.
b) Lake Washington point response function using bottom bouncing eigenray in Figure 1. (c)

Lake Washington point response function with internal wave effects.
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